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What is AGI? 

 Imagine a robot that can learn math, cook, and play games — 
like a smart human friend.

 AGI means a machine that can learn anything, just like a person.

 - Unlike ‘regular AI’, AGI not only has the ability to make decisions 
on its own, but also learn on its own. AGI is supposed to have the 
depth and versatility of human cognition.

 Different from regular AI which only knows how to do one task 
well.

 Can transfer its abilities and knowledge across domains. 



How is AGI different from narrow 
AI? 

 Narrow AI: Siri, chess bots, facial recognition — each good at one 
thing.

 AGI: Can learn across domains, reason abstractly, and adapt to 
new tasks



Key Components of AGI 

 Perception and understanding – core human cognition, 

 Learning and adaptation mechanisms – reinforcement l., 
unsupervised and transfer learning

 Memory and knowledge representation

 Reasoning, planning, decision making



History of AGI – 

 1956: Dartmouth Conference proposes thinking machines.

 AI winters: Times when progress slowed due to hype vs reality.

 Now: Renewed interest with brain-inspired models and large 
language models.



Roadmap to AGI –

 Needs powerful hardware, rich and continuous data, and flexible 
algorithms.

 Four main AGI architectures: Symbolic, Emergentist, Hybrid, 
Universalist.

 Incremental vs revolutionary approach 

 Building blocks: perception, understanding, learning, reasoning 
and decision making. 

 Integrate disparate AI technologies into AGI synthesis 

 Collaborative efforts and open research. 



Examples of promising AI 

 CogNet and OpenCog: Brain-like cognition projects.

 DeepMind's Adaptive Agents: Learn in 3D environments.

 PaLM-E: Combines vision, language, and robotics.

 MindMatrix – neuroscience + CS 

 Cognitive Nexus – rigid rule based system, not scalable

 CogGenius – genetic algorithms (natural selection) 



Consciousness & AGI 

 Could AGI feel something? Could it be aware?

 Indicator Properties ;Recurrent Processing, Global Workspace 
Theory, Attention Schema, Predictive Processing theories, High 
Order Thought, Agency & Embodiment.

 Indicator properties help assess possible AI consciousness.



Limits of AGI 

 Organisms recognize 'affordances' — opportunities to act.

 AI struggles with meaning-making and goal-setting from within.

 Some argue AGI might never fully match natural intelligence.



Ethics & Control 

 How do we ensure AGI is safe?

 What if it feels pain? Who controls it?

 Ethics in AGI = technical & moral challenge.

 Transparency/accountability – make sure AI systems are 
transparent in their reasoning and thinking, and not hiding 
anything. 

 AGI consciousness vs Human consciousness – Philosophical 
considerations of what it means to be sentient, and truly 
‘intelligent’ 



Where Are We Headed? 

 AGI is still in development.

 It needs both strong tech and ethical guidance.

 Let’s build minds wisely.
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AGI Component Summary Goertzel (Overview)



Roli et al. Evaluation Summary – Limits to AGI



Scientific Theories of Consciousness Summary
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