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Suppose you work for a software development company whose expertise is machine learning-based
systems. One of the company’s projects is the development of a flash flood alert system for a city
situated along a river bank. Given the city’s susceptibility to frequent flooding, the system's objective is
to issue timely three-level severity alerts (namely, yellow, orange, and red) to the citizens through SMS,
letting them evacuate before major issues occur.

The system will replace an existing three-level alert protocol, which is manually triggered by
human observers after inspecting several instruments, such as rain gauges, river level gauges, river
speed monitors, thermometers, anemometers, and barometers. The observers decide the need for an
alert and its severity based on their own judgment of the expected river level for the next hour or so,
considering all the available instruments’ information. The history of alerts with the values of the
instruments, date, and time have been collected for the past 50 years.

One of your developer peers insists that one can implement the system rules to define the need
for and severity of the alerts by simply interviewing the human observers and figuring out what
instruments’ thresholds they adopt to decide and take action. After interviewing the currently hired three
observers and dealing with some confusion — the three folks do neither agree on the adopted
thresholds nor their precedence — the developer came up with a first set of rules (a chain of if-then-else
structures), which he is willing to maintain as the system development and test moves forward. To
make things worse, during its 50-year existence, the manual protocol had several observers who are
not available anymore for interviewing.

Table 1 summarizes the data collected in the past 50 years. Algorithm 1 summarizes the first set
of rules drafted by your company’s developer. Considering these, answer the following questions.

Column Data type Column (cont.) Data type
1 | rain level float 7 | hour int
2 | river speed float 8 | minute int
3 | atmospheric temperature | float 9 | day int
4 | atmospheric pressure float 10 | month JAN - DEC
5 | wind speed float 11 | year int
6 |river level float 12 | season SPR, SUM, FAL, WIN

Table 1. Available data as input to the flash flood alert system.
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# alert rules version 0.0.1

# Obs 1 and 2 dont agree on the nightly proc
# Obs 1 and 3 dont agree on the Summer proc
# Obs 2 has never seen a nightly alert

alert = “none”

if season = “SPR” {
if hour > 18 or hour < 6 {
if rain level > 80 {
if river speed > 75 and temp > 25 {
alert = “red”

}

else {
alert = “orange”
}
}

else if 40 < rain_level < 80 {
alert = “orange”
}
}

else if rain_level > 80 {
alert = “yellow”
}
}

else if season = “SUM” {
if rain_level > 80 {
if river_speed > 75 and temp > 25 {
alert = “red”

}

else |
alert = “orange”
}
}

else if 40 < rain_level < 80 {
alert = “orange”

}

else if rain_level > 35 {
alert = “yellow”

}

else {
if river_speed > 75 and pressure > 1.0 {
alert = “red”

}

Algorithm 1. The first set of rules proposed by one of your developer peers.

[Question 1] (1 point)

Is the system proposed by your company’s developer and represented through Algorithm 1 an example

of a machine learning (ML) solution? (1) Please justify your answer.

(2) If you think it is indeed an ML solution, (2.1) define what Task T, Experience E, and Performance P

would be in such a case, and (2.2) explain the advantages of adopting ML.

(2) If not, (2.1) explain how you would make it ML and the advantages of doing so. (2.2) Define what
Task T, Experience E, and Performance P would be in your new ML approach.




[Question 2] (1 point)

Congratulations! After discussing with your development team, you convinced them that adopting an
ML-based solution to implement the system is indeed the best approach. The question now is whether
the ML algorithm should provide as output (i) the alert severity level (namely none, yellow, orange, and
red) or (ii) the predicted river level for the next hour or so. (1) From the standpoint of ML solution types
(e.g., supervised, unsupervised, etc.), what are the similarities and differences between the two
options? (2) What ML solutions (e.g., decision trees, neural networks, etc.) would you adopt for each
situation? Please justify your answer.

[Question 3] (1 point)

Another team member is worried about the data features that involve time, namely the hour, minute,
day, month, year, and season items. She says some of these columns are even useless and should be
removed. How would you pre-process each one of these elements to prepare the data for training and
feeding ML solutions? Please consider any combination of the data pre-processing methods discussed
in class and justify your answer.




After carefully analyzing each option, the team selected the approach of making the system provide the
predicted river level for the next hour or so as output. To accomplish the task, the chief developer
decided to adopt a third-party ML library that presents several fit and predict function pairs, one for
each ML method. While looking for predict functions that output real values in the specs (to output the
river level), they found the linreg fit and predict pair. Table 2 summarizes both functions.

linreg packet

fit function

Input: (1) data, (2) degree, (3) sgd (yes or no), (4) Ir (default=0.1)
Output: model object

predict function
Input: (1) data, (2) model object
Output: real value

Table 2. Input and output information of the linreg fit and predict function pair.

[Question 4] (1 point)
While testing with the fit function, the chief developer noticed

it saves a couple of graphs that depend

on the given values of degree, sgd, and Ir. One of the graphs obtained is provided below.
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Figure 1. Cost record of fitting to the given data when degree is 1, sgd is no, and Iris 0.1.
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[Question 5] (1 point)

After reading your explanation for the y-axis values, the chief developer is excited about the low values
obtained after processing the entire data. Why should they be cautiously excited about it? What
important ML protocol are they missing? What advice would you give the team to evaluate the
generalization ability of the obtained ML models correctly? Please justify your answer.
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[Question 6] (1 point)

Problem solved. The chief developer decided to follow your advice. Moving forward, while changing the
sgd parameter to yes, they noticed a faster execution of the fit function, with some changes on the cost
record graph. The new graph is provided below. In your opinion, what is the sgd parameter expressing?
In what situations would you set it up to yes? Please justify your answer.
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Figure 2. Cost record of fitting to the given data when )
degree is 1, sgd is yes, and Iris 0.1.




[Question 7] (1 point)
While changing the degree parameter, the chief developer noticed significant changes on another set of
graphs, which are provided below.
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Figure 5. Test and validation cost records when degree is 10.

If you were to employ regularization, which of the three setups (figures 3, 4, and 5) would you apply it
to? Please justify your answer.




[Question 8] (1 point)

Concerning the Ir parameter, the chief developer noticed that setting it above 0.96 makes the fit function
print a “no-convergence” warning message, with a final cost value that is surprisingly high (see the
graph below). What should the meaning of the Ir parameter be? When is it useful?
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Figure 2. Cost record of fitting to the given data when
degree is 1, sgd is no, and Iris 0.97.

[Question 9] (1 point)
What is PCA? What is it used for? What are its steps? How should one choose the value of k (i.e., the
new data dimensionality after PCA projection)?

[Question 10] (1 point)




