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What is Provenance Analysis?

● “Forensics analysts are interested not only in determining if a digital object is fake or real 
but also in pinpointing who created it, what happened, when and how an asset was 
created.

● Understanding these journeys, a process known as “provenance analysis,” provides rich 
insights into the use, motivation, and authenticity underlying any given work. Provenance 
analysis provides a snapshot of the chronology and validity of content as it is uploaded, 
re-uploaded, and modified over time. 



The Provenance Framework



Provenance Filtering For Multimedia Phylogeny 

Pinto et al. 2017



Multimedia Phylogeny?

A relatively new discipline that studies the evolutionary process that influence 
multimedia objects and collections, as well as the relationship among transformed 
versions of an object, looking for casual and ancestry relationships, the types of 
transformations, and the order in which they were applied to objects. 

               

                                         In essence, we want to know if this composition 
is: 

● Fake or Real?
● Who created it & how?
● How did it change?



Problem

Before analyzing a pool of objects for possible kinship relationships, we need to be 
able to comb through large quantities of data looking for the pieces potentially 
associated with a given query. 

This task, provenance filtering, needs to be performed prior to subsequent 
multimedia phylogeny steps– pairwise image dissimilarity calculations and the 
phylogenetic graph analysis/construction. 

Most of the work thus far in multimedia phylogeny has overlooked the provenance 
filtering task, considering it to be a well solved problem.  



Problem

Near-duplicate detection (NDD) methods work 
properly for the task of finding semantically-similar 
images but fail in the presence of multiple donors. 

Likewise, the relations of the composite with the 
images donating small objects challenge the 
retrieval capabilities of a typical CBIR 
(content-based image retrieval) method.

Important advances have been made on finding 
ancestral relationships between pairs of images; 
nevertheless, the performance of such algorithms 
is significantly degraded if a good set of 
potentially related images is not found 
beforehand. 

 



Proposed Method 

The authors extend upon image representation and indexing techniques (common 
in NDD and CBIR areas) to deal with provenance filtering for multiple donor and 
composite images. 

Two Stage Technique

The authors propose a two-tiered provenance filtering approach to find all the potential images that might have contributed to the creation process 
of a given query q. In their solution, the first (coarse) tier aims to find the most likely “host” images — the major donor or background — contributing 
to a composite/doctored image. The search is then refined in the second tier, in which we search for more specific (potentially small) parts of the 
query that might have been extracted from other images and spliced into the query image 



Dataset & Training

Datasets: Nimble Challenge 2016 (NC2016) & 2017 (NC2017) datasets, provided by the National Institute of 
Standards and Technology (NIST).

These datasets comprise a query set containing different kinds of manipulated images (e.g., copy-move and 
compositions), and a gallery set containing the source images used to produce the queries. The datasets also 
comprise distractor images. The probe sets of NC2016 and NC2017 datasets contain 288 and 16 composite 
images, respectively. The gallery sets contain 874 and 10446 images, respectively. The authors also embed the 
datasets within one million images (distractors) provided by RankOne Inc., as recommended by NIST for 
evaluating scalability (hereafter referred to as World1M dataset) . 

The authors report the quality of the results in terms of Recall@k that measures the fraction of correct images at 
the top-k retrieved results. 



Experiments and Results 

Indexing Method    

Although PQ is more efficient in terms of 
storage for a small scale, it does not scale for 
World1M. The clustering in HCAL prevented it 
from scaling for 1M images. More work 
involving approximate clustering and sampling 
would be necessary in this case. KD-Tree 
shows a good storage and efficiency tradeoff. 



Context Incorporation and Ranking Aggregation 

   

In this section, the authors evaluate the 
proposed approach to improve ranking results 
for donor images. Fig. 4 shows the performance 
results in terms of recall at the top-k retrieved 
images, considering the retrieval of donor 
images in the first and second tiers of the 
proposed method. 

Although not shown here, the performance for 
retrieving the host image is always above 95% 
as it shares much content with q. The challenge 
in provenance filtering is in retrieving the 
donors. 



Large Scale Image Retrieval  
Here, the authors evaluate the proposed 
approach, considering a more challenging 
scenario, in which they embed the NC2016 
and NC2017 datasets into one million images. 
The World1M dataset contains several images 
that are semantically similar to the images 
that compose both datasets. 

   
Table 2 shows the obtained results in this 
experiment. There is a gain of about 7% when 
retrieving donors for NC2016 when they 
compare the obtained results in the first and 
second tiers. The results for NC2017 are 
slightly lower given that the composite 
images in this dataset are more difficult, more 
photorealistic and smaller with respect to the 
whole image. 



Key Takeaways  

By incorporating the context of the top results with respect to the query itself, the authors improve the retrieval results and 
better find possible donors of a given composite (forged) query q. Experiments with different indexing techniques have also 
shown that KD-forests seem to be the most effective but not the most efficient. KD-trees, on the other hand, are more 
efficient but less effective. In their experiments, PQ did not perform well for large galleries. 

The contributions of this work are:

● The exploration of different querying and indexing techniques for the new problem of provenance filtering
● The incorporation of provenance context to single out possible candidate regions related to donors in the creation 

process of a query
● The study of the efficiency and effectiveness tradeoffs involved in the provenance filtering task while dealing with very 

large collections of images 



Image Provenance Analysis at Scale 

Moreira et al. 2018



Goal

● “recover the graph of relationships between plausibly connected images”
○ undirected edges 

■ neighboring transformations are identified
○ directed edges 

■ the order of neighboring transformations is expressed



Image Provenance Analysis at Scale

● r/photoshopbattles/
● We have

○ Image to be queried
○ Database of images



Image Provenance Analysis at Scale

● First
○ Provenance Image Filtering

■ Semantically similar
■ Near duplicates
■ Image compositions

● Second
○ Provenance Graph Construction

■ Host Image
● Background

■ Donor Image 
● Some elements



Provenance Image Filtering

● We do not want a list with:
○ Many near duplicates
○ Many duplicate donors

● We will look for key points
● SURF is ok 

○ Pays more attention to edges then surfaces

● We want to look at all of a surface so we want something else to extract 
keypoints

● Distributed Interest Point Selection



Provenance Image Filtering

● So we have these feature vectors 
● Transform these vectors to a new space using Optimized Product Quantization

○ method for dramatically compressing high-dimensional vectors

● “We refer to this new rotated feature set as Fr . From a random sample of Fr , a 
coarse set of representative centroids O is generated using PQ. A subsequent 
Inverted File System with Asymmetric Distance Computation (IVFADC) [55]) is 
generated from O, allowing for fast and efficient search.”

● Approximate Nearest Neighbor Search



Provenance Graph Construction

● Dissimilarity Matrices
○ Measure shared visual content

● Geometrically-Consistent 
Model

○ Measures shared geometric prop.

● Mutual-information Dissimilarity



Provenance Graph Construction

● Using GCM and MI Construct 
graph

● If they share enough context 
add them to list 



Provenance Analysis Methodology



Results



Beyond Pixels: Image Provenance Analysis 
Leveraging Metadata 

Bharati et al. 2019



Problem 

We have reached a point where digital forgeries can be produced with fine-grained 
detail, down to photographic style and sensor noise. 

These advancements in anti-forensics undermine the content’s credibility, 
ownership, and authenticity. 

The current scale at which images and videos are shared requires an automated 
way of answering such questions. Image processing and computer vision 
techniques can be employed to detect correspondences between images or other 
digital art forms (e.g., object matching in images and comparing the 
style/semantics).  



Problem

Provenance analysis can be thought of as ordering pair 
similarities between multiple image pair sets, and is 
therefore a natural extension to pairwise image 
comparison.

However, due to the vast range of possible versions of a 
single original image, the metrics for quantifying the 
similarity between pairs of images can be noisy. 

Matching difficulty can also arise within sets of 
near-duplicate images, which are generated from a 
single origin having undergone a series of 
transformations (e.g., crop      saturate      desaturate).

Figure 2. Left: Photo of the Eiffel Tower taken at night in 
Paris. Right: Photo of the replica of the monument in Las 
Vegas taken at night. 



Proposed Method 

To handle scenarios where image content 
fails to explain image evolution, file metadata 
can be used to fill in the gaps.

Image provenance analysis algorithms aim at 
constructing a provenance graph with related 
images, given a query image. 

The provenance graph is a Directed Acyclic 
Graph (DAG) where each node corresponds 
to an image in the set of related images and 
the edges stand for the relationship of sharing 
duplicate content. 

Figure 1. Example of an Image Provenance Graph (IPG) 
showing some common operations performed on images 
and how they are manifested in the case of provenance. 



Proposed Method 



Proposed Method

In this work, in order to incorporate metadata information, the authors introduce a 
heuristic-based normalized voting attribute weights to each pairwise image 
relationship.

The voting method is chosen as a complement to the similarity comparison in the 
visual domain. The heuristics used to obtain the scores for each pair are straight 
forward metadata-related assumption in the context of image provenance and rely 
upon the content of the tages. They include: Date, Location, Camera (Make, model, 
and software tags), Editing (Processing Software, Artist, Host Computer) and 
Thumbnail. 



Proposed Method

These heuristics are used to generate a 
metadata-based image pairwise adjacency matrix 
M. 

Once the vision-based and metadata-based 
adjacency matrices are available, one can either 
individually use them to directly generate a 
provenance graph, through, for example, the 
application of Kruskal’s Maximum Spanning Tree 
(MST) algorithm, or as the authors propose, use a 
specialized algorithm for constructing a directed 
provenance graph, such as clustered provenance 
expansion.  



Datasets & Training 

NC2017-Dev1-Beta4 (from NIST): contains 65 queries and the ground-truth is released in the form of journals depicting 
provenance graphs. The graphs include links corresponding to simple image transformations (e.g., cropping, blurring, 
rotation, etc.) to complex ones (e.g., splicing from multiple sources and object removal). 

Following the protocol proposed by NIST, the authors perform both end-to-end and oracle-filter provenance analysis over 
this dataset. End-to-end analysis requires performing provenance filtering prior to graph construction. Orthogonal to the 
end-to-end versus oracle comparison, the authors also compare results for both metadata only and visual + metadata 
solutions.  

The provenance graphs generated using the proposed approach for both oracle and end-to-end scenarios are evaluated 
using the metrics proposed by NIST for the provenance task. The metrics focus on comparing the nodes and edges from 
both ground-truth and candidate graphs. The corresponding measures of Vertex Overlap (VO) and Edge Overlap (EO) are 
the harmonic mean of precision and recall (F1 score) for the nodes and edges retrieved by our method. In addition to 
these, a unified metric representing one score for the graph overlap namely the Vertex Edge Overlap (VEO) is also 
reported. The VEO is the combined F1 score for nodes and edges. All the metrics are computed through the NIST 
MediScore tool. The values of these metrics lie in the range [0, 1] where higher values are better. 

 



Datasets & Training 

Reddit Dataset: This dataset contains provenance cases created from images extracted from the photoshopbattles 
community on the Reddit. For the purpose of provenance, Moreira et al. 2018 utilize this comment structure to obtain 184 
provenance graphs with an average graph order of 56. For the sake of fair comparison, the authors evaluate the variants of 
the proposed approach on the exact same set. The full set of images from Reddit do not contain distractors. This restricts the 
experiments for provenance analysis in this setting to oracle-filter analysis only, in contrast to the NC2017-Dev1- Beta4 
dataset. 

   
To evaluate the experimental results on the Reddit dataset, the authors employ the same metrics and scorer used in the case 
of the NC2017-Dev1-Beta4 dataset. 



Experimental Results

The experiments performed on both datasets show that utilizing knowledge from metadata helps in the process of edge inference for 
provenance. As it can be observed from the values reported in Table 1, the proposed method significantly improves total edge overlap, 
and thereby total graph overlap, since it uses image-content-based information to initially establish connections between images, then 
relies on metadata to refine edge direction. 



Experimental Results

   

In the oracle scenario, while all five tags individually benefit graph EO, the date-based one performs best, followed by thumbnail usage. 



Experimental Results 
   

Provenance analysis becomes 
significantly more difficult when 
dealing with real-world scenarios, such 
as those presented in the Reddit 
dataset. Although metadata doubles 
the number of correctly retrieved 
edges, as seen in Table 3, the edge 
overlap is still much lower than for the 
NC2017- Dev1-Beta4 dataset. 



Key Takeaways 

● This work only presents a preliminary exploration of utilizing metadata in provenance analysis. While the results show 
improvement, metadata-based approaches have higher chances of being rendered unreliable due to their absence or 
manipulation. 

● Further advancements in solving the problem must focus on the examination of content-derived metadata as well. 
Future work could include estimating missing metadata information from the content and available tags. 

● For now, the findings suggest that image-content-based methods should be the fallback option, as metadata alone is 
more useful for determining edge directions instead of edge selection.



Transformation-Aware Embeddings for Image 
Provenance 

Bharati et al. 2021



Overview

“a step-by-step analysis of how the current version of a manipulated image or video 
was generated helps us in answering more holistic and contextual questions than 

just whether it is real or fake.”



Types of Provenance Graph

● Content-based
○ “creation of composite images using image splicing or removal of content”
○ Well studied

● Transformation-based
○ “created from one another through operations such as simple geometric or color-based 

transforms”
○ Not well studied



Dissimilarity Matrix

● In the past handcrafted SURF and MSER vectors have been used
● “a novel data-driven framework to learn embeddings useful for provenance 

analysis”



Goal

“improving the fidelity of reconstructing the chains of globally-related images in the 
provenance graphs by encoding this awareness in the first stages of graph 

construction”



Approach

● “deep distance learning”
○ Learning how dissimilar an image
○ Resistant to transformation based changes



Approach



Results



Open Questions

● What other datasets exist?
● Why was SURF used over DELF?
● Is the activation of region based on the single or composite composition of 

objects?



The end


