
Face verification 
Papers: 

● VGGFace2: A dataset for recognising faces across pose and age
● A Discriminative Feature Learning Approach for Deep Face Recognition
● FaceNet: A Unified Embedding for Face Recognition and Clustering
● SphereFace: Deep Hypersphere Embedding for Face Recognition
● ArcFace: Additive Angular Margin Loss for Deep Face Recognition



General Concept

● Softmax: only learns separable features that are not discriminative enough. 
○ Softmax + contrastive loss / center loss

● Triplet Loss: supervise the embedding learning. 
○ Center loss: explicitly encourages intra-class compactness. 

● Euclidean margin based loss + softmax: joint supervision 
○ In some sense Euclidean and softmax re incompatible

● Angular margin: 
● CosFace: 
● ArcFace: 



General Concept

● Face recognition can be 

categorized as face identification 

and fae verification. 

● Face recognition can be evaluated 

under close-set or open-set 

settings.

● Close-set: all the testing identities 

are predefined in the training set. 

(classification)

● Open-set: the testing identities are 

usually disjoint from the training 

set. (Discriminative)



VGGFace2

A dataset for recognising faces across pose and age. 



VGGFace2

● The dataset contains 3.31 million images of 9131 subjects, with an average of 362.6 

images for each subject.
○ variations in pose, age, illumination, ethnicity and profession (e.g. actors, athletes, 

politicians).

● The dataset was collected with three goals in mind:
○ large number of identities + large number of images for each identity;



VGGFace2 - Dataset Collection

A. Stages: 

1. Obtaining and selecting a name list
○ candidates with insufficient images
○ Attribute information such as ethnicity and kinship is obtained from DBPedia

2. Obtaining images for each identity
○ Downloaded 1k images for each subject. 
○ Age variation (sideview - 200, very young - 200) = 1400 images

3. Face detection
○ Face detection extended by factor of  0.3 for a better trade-off between precision and recall.



VGGFace2 - Dataset Collection

4. Automatic filtering by classification: to remove outlier faces for each identity 

automatically
○ The top 100 retrieved images of each identity are used as positives, 

○ and the top 100 of all other identities are used as negative for training.

○ Removing images under the threshold of 0.5

5. Near duplicate removal
○ Near duplicate images 

6. Final automatic and manual filtering
○ Existent errors: 

i. Outliers 

ii. Face mixtures 



● Detecting overlapped subjects.
○ Subject overlapping:’ Will I Am’ & ‘William’
○ Noisy classes
○ Subjects with less samples 

● Removing outlier images for a subject.
○ Resulted in purity of 96%
○ retrain the model based on a dataset classified 

into three sets
■ H (high score range [1, 0.95]))
■ I (intermediate score range (0.95, 0.8])
■ L (low score range (0.8, 0.5])

● Pose and age annotations
○ Training two networks 

■ Head pose (roll, pitch, yaw)
■ Apparent age. 



EXPERIMENTS - 

● Experimental setup
○ ResNet-50 and SE-RestNet-50 are used as the backbone architectures

■ The Squeeze-and-Excitation (SE) blocks [9] adaptively recalibrate channel-wise 
feature responses by explicitly modelling channel relationships

○ Networks are learned from scratch - VGGFace, Ms-Celeb-1M, and VGGFace2
○ pre-trained on Ms-Celeb-1M, and fine-tuned on VGGFace2

● Experiments on the new dataset
● Experiments on IJB-A



Squeeze-and-Excitation networks: (SENets)

● introduce a building block for CNNs that improves channel interdependencies at almost no computational cost.○ improve the result from the previous papers by 25%.● SENets creates a content aware mechanism to weight each channel adaptively.○ Transformation (convolution)○ Squeeze (global average pooling - squeezed vector)○ Excitation (Fully connected network - matrix - nonlinearity - like attention mechanism)○ Scaler 



A Discriminative Feature Learning 
Approach for Deep Face Recognition

Softmax loss + center loss: inter-class dispensation and intra-class compactness as much as 
possible 
The CNNs are trained under the supervision of the softmax loss and center loss, with a hyper 
parameter to balance the two supervision signals. 



Center loss

● Used to enhance the 

discriminative of deeply learned 

features.  

● Trainable and easy to optimize. 

● Simultaneously learns the 

center and Penalized the 

distances

● Efficiently pulls the deep 

features of the same class to 

their centers. 

● Minimize the intra-class 

distance of the deep features. 

● Softmax pool only encourages the separability 

of features. 

● Contrastive loss and triplet loss: increases the 

computational complexity due to growing of 

triplets. 

● Center loss: Same requirement of Softmax pool, 

needs no complex recombination of the training 

samples



Softmax Loss

● A toy example on MINST



Center Loss

● Instead of updating the centers with the respect 

to the entire training set, we perform the update 

based on the mini-batch. 

● To avoid the large perturbation caused by few 

mislabeled samples, we use a scaler 𝞪 to control 

the learning rate. 

●  Center loss are trainable and can be optimized by 
standard SGD. 

● A scalar 𝜆 is used for balancing the two loss function
● Joint loss

𝝳 = 1 condition satisfied 
𝝳 = 0  otherwise

𝞪  is restricted in [0,1]

{



Joint Supervision 

●



𝜆 influence

Joint Supervision 

● Softmax loss: deeply 

learned features contain 

large intra-class variation

● Center loss: deeply learned 

features and center degrade 

to zeros. 



Joint Supervision Result

https://www.youtube.com/watch?v=adKtquTjy28


Joint Supervision Result



FaceNet

Directly learns a mapping from face images to a compact Euclidean space where 
distances directly correspond to a measure of face similarity.



FaceNet

directly learns a mapping from face images to a compact 
Euclidean space (L2) where distances directly correspond 
to a measure of face similarity

● Recognition becomes a k-NN classification
● Clustering can be achieved using k-means or 

agglomerative clustering. 

Trained on a deep convolutional network to directly 
optimize the embedding itself, rather than an intermediate 
bottleneck layer

● using triplets
○ roughly aligned matching / non-matching face 

patches generated using a novel online triplet 
mining method



Triplets

● Introduced negative exemplar mining 
strategy

● compact 128-D embedding using a 
triplet-based loss function

● The thumbnails are tight crops of the 
face area

○ scale and translation is performed.
○ no 2D or 3D alignment

● Triplet Loss function + Triplet mining. 
● Matching (positive - negative): 

○ Hard mining triplet selection approach. 
○ Semi Hard triplet mining. 

■ Data labeling issue, 
■ Mini batch training



Architecture

1. Euclidean Space

2. Triplet Loss Function

● Hard mining triplet selection 

approach. 

3. Semi Hard triplet mining. 

● Data labeling issue, 

● Mini batch training

➔ K-fold training: 

◆ 200k images

◆ 100k x 100k image pair
➔ using fully end-to-end network. 

➔ CNN SGD + AdaGrad



FaceNet

●
● This paper 

○



Result 

Performance: 

● Youtube Faces DB
○ classification accuracy of 95.12%

±0.39
● LFW

○ classification accuracy of 98.87%
±0.15



SphereFace: Deep Hypersphere 
Embedding for Face Recognition

deep face recognition (FR) problem under open-set protocol, where ideal face features are
expected to have smaller maximal intra-class distance than minimal inter-class distance 
under a suitably chosen metric space



SphareFace

● angular margin

● Transform feature space into 

hypersphere and  compute the 

distances as the angles 

between the feature vectors.

●  Angular margin directly links to 

discriminative on a manifold. 

● Each pixel is normalized by 

subtracting 127.5 and then 

being divided by 128.



Softmax loss - A Softmax loss 



A-Softmax Loss



A-Softmax Loss



Result 



ArcFace: Additive Angular 
Margin Loss for Deep Face 
Recognition
main challenges in feature learning using Deep Convolutional Neural Networks 
(DCNNs) for large scale face recognition is the design of appropriate loss
functions that can enhance the discriminative power



CosFace

Large Margin Cosine Loss. 



ArcFace Loss

● enhance intra-class compactness and inter-class discrepancy, we consider four kinds of 

Geodesic Distance (GDis) constraint.
○ Margin-Loss, 

○ Intra-Loss, 

○ Inter-Loss, 

○ Triplet-Loss

● Easy to implement 

● Softmax Loss: the size of linear transformation increases linearly.

● Triplet Loss: For large datasets, leads to a significant increase in the number of 

iteration. 



ArcFace Loss

● Toy examples under the softmax and ArcFace loss 

on

● 8 identities with 2D features. Dots indicate 

samples and lines refer to the centre direction of 

each identity. Based on the feature

● normalisation, all face features are pushed to the 

arc space with

● a fixed radius. The geodesic distance gap between 

closest classes

● becomes evident as the additive angular margin 

penalty is incorporated



ArcFace Loss

Intra-Loss is designed to improve the intra-class 

compactness by decreasing the angle/arc between 

the sample and the ground truth centre.





Numerical Similarity. In Sphere Face   Art Face,

and CosFace ,  three different kinds of margin

penalty are proposed, e.g. multiplicative angular margin



Result



Result



Open Questions: 

● How often are researchers expanding datasets to enhance training capabilities?

● Are licenses being followed when downloading the images? Do those in the 
image have the right to remove themselves from the dataset?

● what some other public places are you can get faces. Like would facebook be, ok? 

They most certainly have a lot of head shots of people.

● When downloading, does it take also the name for future references? 

● ArcFace, and SphareFace, as the new images are evaluated without the labels, so, 

how is that the algorithm calculates the angle to the closest mapped image vector. 



Resources: 

1. VGGFace2: A dataset for recognising faces across pose and age

2. A Discriminative Feature Learning Approach for Deep Face 

Recognition

3. FaceNet: A Unified Embedding for Face Recognition and Clustering

4. SphereFace: Deep Hypersphere Embedding for Face Recognition

5. ArcFace: Additive Angular Margin Loss for Deep Face Recognition

6. CosFace: Large Margin Cosine Loss for Deep Face Recognition

7. Squeeze-and-Excitation Networks


